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Motivation

Differential privacy (DP) measures and limits the impact of
individual input datapoints on a function output, thereby
protecting the privacy of the input. It does however require
trusting that a specific curator adds a specific type of noise
to the function evaluation. One can remove this trust by
making the curator prove that it has added the right noise
distribution. Importantly, this can be done without leaking
too much information about what the noise value actually
is.

Marrying DP with such proofs of knowledge (PoK)
does introduce many challenges though. On the theory
side, the technologies have different adversarial and
computational models. On the practical side, it is widely
open how to best sample noise so that it can be proven to
have a specific distribution. In your thesis, you will

> Study DP and PoK security definitions in their standard
forms and discuss their compatability.

> Survey how the definitions can be adapted to fit better
together.

> Implement DP mechanisms in a certifiable way.

Goals and Tasks

= Understand DP and PoKs - their goals, limitations and
formalities.

E Understand how the two techniques can (and can not)
be combined.

%< Demonstrate the feasibility of combining PoKs and DP
by implementation and benchmarks.
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